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The scenario 
 Traditional FPGA products for harsh environments are 

dependable … and costly. 
 
 
 

 New SRAM-based devices are low-cost, powerful and 
flexible… but inherently not so dependable. 
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Presenter
Presentation Notes
Electronics applications located in harsh environments must face very high fault rates. In the FPGA market, this has meant that over time very specific architectures designed with dependability in mind have been used, such as anti-fuse, rad-hard or flash-based devices. But these have several drawbacks, in terms of price and performance. Newer StaticRAM-based devices offer larger capacity, faster speeds and improved flexibility allowing the possiblitiy of being reconfigured on-the-fly. But their dependability is not so high by design. So we want to enable their use in environments requiring a dependable behaviour.


The steady advance of electronics manufacture has enabled more and more sophisticated devices. FPGAs are now so powerful that they are being used in end products for commercial and critical markets. But those FPGAs used in critical markets are traditionally based in anti-fuse or flash technology which is dependable but costly and not as flexible and powerful as newer SRAM-based ones. These can be reconfigured while on service, and use less power than previous generations. But by construction they are not that dependable.



Rad-hard, Anti-fuse (RTAX..) and Flash-based devices (RT ProASIC…). Performance penalties: speed, power consumption. Safe, reliable, available.
The rad-hard by design (RHBD) market for aerospace and defense.
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proximate in time  

SRAM FPGAs dependability impairments 

 Fault Causes: Radiation, Wear-out, Harsh operational conditions. 
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Transient, Permanent,  Types of faults: Intermittent 
 

 Technology factors: Integration scales, higher frequency, lower voltage 
 

 which manifest very  Multiple faults 

 Architecture: Fabric <1% sequential logic, CMEM faults manifest in fabric 
 

 

Faults mostly affect  combinational logic 
 

Multiplexers Routing Control bits LUT contents Buffers Others 
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[Graham03] 

Protect combinational logic of designs  
against the occurrence of  

multiple (transient/permanent) faults 

Presenter
Presentation Notes
SRAM devices can be seen as a 2 layer structure where configuration has a direct relationship with fabric, and in this devices a series of fault sources can menace the correct behaviour of them. (blablabla..)  intermittent caused by operating conditions become transients, and … wearout… permanents.
Tech advance bring interesting improvements but can also become a dependability impairment. They can increase fault rates up to the point where while a fault is affecting the system, we suffer another fault.
Architecture of the system has also a drammatical influence in the degree of dependability attained. 


Recalcar que proximate in time refiere a aquellos que ocurren mientras el sistema está reconfigurando.


What we pay attention to is the accumulation of faults in small periods of time.
Permanent faults: contamination, incorrect metalllisation. Intrinsic: Emigration, Hot Carrier Injection
Transient faults: capacitive coupling, crosstalk, radiation.
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Existing gear 
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Technique Handled cases 

Scrubbing Transients in CMEM 

Direct Rewriting (Partial Dyn. Reconf.) Transients in CMEM 

Relocating Multiple permanents in fabric & CMEM 
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Technique Handled cases 

Triple Modular Redundancy Single transients & permanents in fabric 
Multiple transients in fabric 

Time Redundancy Single transients in fabric 

Dual Redundancy + Time redundancy Single transients & permanents in fabric 

Not one is solution to multiple  
(transient/permanent) faults with   

 proximate manifestations 

Presenter
Presentation Notes
EXPLAIN AGAIN PROXIMATE MANIFESTATIONS
TMR masks one wrong replica output at a time. Problems with build-ups / permanents
Time red. Ony masks transients in fabric. Detection of permanents only with re-encoded operands.
Dual + time, reduce area and improve performane penalty but cannot tackle multiple faults.
Scrubbing: Only transients in CMEM. Faults may remain  a whole scrubbing cycle in the worst case. 
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Our approach to tolerate MF: TMR-MDR 
(Triple Modular Redundancy - Module Discard and Repair) 

22nd Intl. Conf. on Field Programmable Logic and Applications 
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Detailed architecture (I) 
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Presenter
Presentation Notes
3 replicas is better to improve timing performance in high fault rate scenarios. Sampling data is done to avoid transient delays mismatching when checked. EXPLAIN THIS!!!! Also, we use TMR so spatial redundancy
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Detailed architecture (II) 
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Presenter
Presentation Notes
TSC are chosen to detect not only external faults but also internals.  EXPLAIN THIS!!!!
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Determines 
output & launches 

recovery 

Presenter
Presentation Notes
El stall signal nos proporciona la redundacia temporal, como hemos comentado anteriormente. 
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Detailed architecture (IV) 
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Detailed architecture (V) 
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FSM Design: outputs 
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FSM Design: case examples  
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Recovery Action / Control flow Faults covered 
A. No action / No stall (Transient, Fabric, Replica) 
B. Rewriting / No stall (Transient, CMEM, *) […] 
C. Rewriting / Single stall (T, M, Ci) → (T, F, Ri) […] 
D. Rewriting / Multiple stall (T, F, X) → (T, M, X) […] 
E. Relocation / No stall (*, *, Ri) → (P, *, Ri) […] 
F. Relocation / Single stall (P , *, Ri) → (T, F, Rj) […] 
G. Relocation / Multiple stall (P, *, X) […] 
H. Multiple consecutive rewriting / Single stall (T, F, Ci) → (T, F, Cj) 
I. Multiple consecutive rewriting / Multiple stall (T, M, Ri) → (T, *, Cj) […] 

J. Multiple consecutive relocations / Multiple stall (P, *, Ci) → (P, *, Cj) […] 

K. Relocation and rewriting /  Multiple stall (P, *, Ri) → (T, M, Cj) […] 
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Presenter
Presentation Notes
Remark that transient fault has happened while on recovery of previous fault. Use the word recovery.
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FSM Design: state diagram 

13 

22nd Intl. Conf. on Field Programmable Logic and Applications 

Presenter
Presentation Notes
Comment we can distinguish from transient and permanent faults
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Case study 
 Target design: 32-bit floating point multiplier 

– Extensive use of combinational logic 
– Extensive use of internal routing 

 

 Implementations [target: Virtex-6 (XC6VLX240T-1FFG1156)]: 
– Base (32-bit FP multiplier) 
– TMR enhanced with triple majority voter (eTMR) 
– TMR with Module Discard and Repair (TMR-MDR) 

 

 Compared features of implementation: 
– Resource utilisation (silicon area) 
– Performance (maximum clock frequency) 

 

 Compared measures: 
– Percentage of failures 
– Percentage of experiments leading to stall 
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Testing campaign 
 VHDL-based Fault Injection Tool (VFIT). 
 Workload: large set of randomly generated input operands. 
 Faultload: 6 different configurations related to considered fault 

models (multiple faults represented with 2 consecutive faults) 
 
 
 
 
 
 

 
 Total number of experiments (250800) related to number of elements 

in each circuit. 
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Presenter
Presentation Notes
Decir: VFIT is a state-of-the-art fault injection tool developed at the group.
We have combined 2 of the single fault models to build multiple faut. Comment worst case has been chosen to study the behaviour of the system in case of 2 faults.



13th European Workshop on Dependable Computing 

 
 
 
 

 
 

 
 
 
 
 
 
 
 
 

Results: failures percentage 
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0.61 PP 
17.85 PP 
16.83 PP 

Presenter
Presentation Notes
We are going to show the results. Specifically, the failures percentage. 
Comment we maintain good results in single faults. PP= percentual points
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Results: temporal intrusion  
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A 32% of those experiments affected the muxes block, which 
accounts for just 5% of the occupied area 

Presenter
Presentation Notes
32% experiments leading to multiple stalls target multiplexers, which take only 5% area. Reconfiguration time will be small because it is dependent on reconfigured block size.
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Results: Area and CK Period overhead 
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Conclusions 
 It is possible to use SRAM-based FPGAs in harsh environments 

– The use of TMR-MDR improves coverage of multiple proximate 
faults in time over existing techniques. 

– The distinction between transient and permanent faults allows 
for reduced downtime periods, thanks to the use of partial 
dynamic reconfiguration for fault tolerance and recovery. 

– The cost is comparable to existing techniques 

 Current research: More accurate detection and diagnosis of faults  
 increased availability & improved management of resources 
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Presenter
Presentation Notes
No decir “proximate faults” sino explicarlo.
With this I finish my presesntation. If you have any questions, I’ll be glad to answer.
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Thank you for your attention! 
Any Questions? 
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